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ABSTRACT
In spite of their ubiquity, our interactions with contemporary con-
versational agents (CA), such as Alexa, are still transactional in
nature and lack the expressiveness of human-human communi-
cation. Conversational agents equipped with the ability to detect
and address users’ emotional and cognitive states could make our
interactions with them more human. In this work, we investigate
whether an empathetic CA can help mitigate boredom. We design a
protocol in order to first elicit boredom in users, and explore strate-
gies that attempt to mitigate their boredom with the help of two
conversational agents, an empathetic agent and a non-empathetic
agent, administered in a Wizard-of-Oz setting. We quantify their ef-
ficacy by measuring the effects on user mood and task performance.
Our user study with 34 participants shows that the empathetic CA
outperforms the non-empathetic CA with respect to modulating
users’ mood and performance.

CCS CONCEPTS
• Human-centered computing → User studies; Natural lan-
guage interfaces.
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1 INTRODUCTION
Conversational agents (CA), such as Amazon’s Alexa and Apple’s
Siri, are becoming increasingly capable of fulfilling a complex vari-
ety of tasks, such as searching for information, controlling media, or
even playing games. However, CA-human interaction still lacks the
ease and expressiveness of human-human communication. In spite
of recent technical advances, human interactions with CAs continue
to be challenging, frustrating, and consequently distracting.

An essential component of human-human interactions is the
ability of people to detect and address the emotional and cognitive
states of the person they are interacting with. The ability of a CA to
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address emotional and cognitive states of the user can be beneficial
in numerous applications, such as customer service, healthcare, etc.
In this work, we envisage an in-car CA that detects and proactively
mitigates a negative emotion - boredom. Boredom can be particu-
larly dangerous in the context of driving. For example, boredom can
lead to mind-wandering [40], fatigue [42] and drowsiness [2], and
thus increase the risk of serious accidents. This risk can potentially
be alleviated by an in-vehicle conversational agent that first detects
drivers’ boredom and mitigates it by engaging in a conversation
with them.

In this paper, we answer two primary research questions. First,
we investigate whether CAs can actually help mitigate user bore-
dom. In order to answer this question, we design and implement a
protocol that first elicits boredom in users. The protocol requires
participants to watch a monotonous driving video on a screen and
annotate road signs that appear in the video. After a certain amount
of time, the CA administered in a Wizard-of-Oz setting provides
an intervention by offering to play a game of “20 questions”. Using
self-reported surveys, automatically captured task logs, and sub-
jective interviews with the participants, we measure how the CA
affects the user’s mood as well as task performance.

Second, we explore whether an empathetic CA can better re-
solve user boredom compared to a traditional, non-empathetic CA
designed to mimic the abilities of currently available voice agents.
We designed the “personality” of the empathetic CA such that it
appears to detect and respond to certain emotional and cognitive
states of the user, with the hypothesis that incorporating an agent
with these qualities will encourage the user to engage more with
the agent. Each participant in our user study interacts with both
CAs, allowing us to compare their performance and efficacy in a
within-subject study.

In summary, we (1) developed a protocol to elicit boredom and
collected audio-video and self-reported data from 34 participants in
order to capture the audio-visual signals of boredom; (2) designed
demonstrations of a traditional, non-empathetic CA (which mimics
the “transactional” interaction characteristics of currently available
CAs) and an empathetic CA (which is capable of both understanding
and expressing emotions) and applied them through a Wizard-of-
Oz methodology to investigate our hypothesis that an empathetic
CA can better mitigate boredom than a traditional CA while users
perform monotonous tasks.

2 RELATEDWORK
2.1 Conversational Agents & Empathy
Research in developing conversational agents that can interact with
humans has a long history [44]. The proliferation of mobile phones
and devices such as Amazon Echo and Google Home has increased
a lot of interest on it within the HCI community [36]. While CAs
have become a key mode of human-computer interaction, the dif-
ference between user expectation and actual interaction experience
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is still quite large [32]. Current usage of CAs are limited to com-
pleting constrained tasks, such as checking the weather, sending or
reading messages, playing music, and controlling Internet of Things
(IoT) devices. Users’ interactions with CAs are conceptualized in
transactional terms, making it difficult for users to form emotional
connections [8].

It has been argued that understanding users’ affective experience
is crucial in improving upon the current state of CAs [46]. In order
to establish stronger emotional connections between a user and an
agent, their interactions with people must contain social mecha-
nisms, that people employ in their interactions with each other [30].
The mechanisms to make interactions more natural may include
the capacity to engage in small talk [4], the ability to be humorous
[8], and respond to users’ affective states [46]. In order for humans
to develop meaningful relationships with artificial agents, the agent
may need to possess “empathy” [12, 34].

2.2 Boredom: Elicitation & Mitigation
An in-car conversational companion is an interesting use-case for
an empathetic CA. In the Unites States, people spend an estimated
average of 17600 minutes per year in a car [3], equivalent to more
than 12 24-hour days. A significant portion of that time may be
spent driving alone in monotonous, non-stimulating environments,
increasing the chances of the driver reaching a state of boredom
and cognitive underload. A CA that is able to detect the emotional
state of the driver can help improve driving performance [23].

Fisher defined boredom as “an unpleasant, transient affective
state in which the individual feels a pervasive lack of interest and
difficulty concentrating on the current activity” [15]. Boredom has
been shown to causemind-wandering [40], increase fatigue [42] and
lead to distraction [37], all of which are dangerous in the context of
driving [11]. Steinberger et al. discussed technology interventions,
such as performance feedback, increased challenge, and gamifica-
tion, to increase task engagement and therefore offer safety benefits
[41]. Similarly, an empathetic CA that engages with the driver when
it detects a heightened state of boredom could provide a potentially
life-saving service.

Advances in computer vision, speech and signal processing as
well as machine learning have accelerated the development of au-
tomated emotion recognition from facial [31], vocal [43], physio-
logical [47], or multimodal signals [24]. While most of the work
has been done to identify basic prototypic emotions, there have
been some work in building automated systems to detect more
complex emotional and cognitive states. For example, researchers
in the education domain have attempted to build automatic models
to detect student engagement, a phenomenon inversely related to
boredom, from face [6, 45] and speech [21]. Researchers have also
attempted to model mind-wandering, another phenomenon related
to boredom, using eye-gaze behavior [20, 29] and physiological
signals [5]. However, computational models of boredom and ap-
proaches to mitigate it, especially in the automotive context, is
under-researched.

Modern, data-driven models of boredom require datasets of sub-
jects in varying states of “boredom”, thereby engendering the need
to build protocols capable of inducing boredom. Also, in order to
experiment with strategies that attempt to mitigate boredom, bore-
dom must first be elicited in participants. Markey et al. [33] tested

and compared the effectiveness of various boredom induction meth-
ods. Boredom can be induced from the lack of a desired level of
stimulation. Stimulation in users can be modulated based on the
characteristic of the ongoing task, the personality of the task per-
former, or both [14]. We utilized these findings to inform the design
of our boredom elicitation and mitigation protocol.
3 PROTOCOL TO ELICIT & MITIGATE

BOREDOM
We designed a protocol with two phases that first elicits and then
attempts to mitigate a user’s boredom: first, participants perform a
task that is conducive to boredom elicitation; second, a conversa-
tional agent attempts to mitigate their boredom by engaging the
participants in a conversation while they continue to perform the
boredom-inducing task. We designed two conversational agents:
one that possesses empathetic qualities and one that doesn’t, to
determine which one is more effective in mitigating boredom.
3.1 Boredom Inducing Task Design
Guest et al. [18] illustrated three characteristics of boredom in-
ducing tasks: (a) repetitive [25, 26], (b) long-winded [28], and (c)
unchangeable but predictable [9]. A solo long-drive on an empty
highway at night possesses all three characteristics. The driver
cannot do anything else with his/her hands besides steering the
car (unchangeable state due to inability to seek other stimuli). The
driver also has to keep his/her eyes on road-signs, which are in-
frequent on highways (long-winded and non-happening), and con-
tinue checking the road-signs as other visual stimuli may not be
visible during night-time (repetitive and non-happening).

Based on these criteria, we designed a similar task in order to
induce boredom in task performers. The task requires a user to
watch a first-person driving simulation video on a computer screen
and annotate the road-signs, which appear infrequently in the
video. Watching such videos for a long time with minimal stimuli
has proven to have negative impact on focus, attention, and mood
[7, 17]. In the video, which ran for approximately 21 minutes, the
car moves along the highway at night, at a slow speed with very
few other cars. Even though long drives may last more than 21
minutes, Geden et al. [16] shows drivers’ minds start wandering
after the first few minutes of starting to drive, giving support to
our experimental design. Participants were instructed to annotate
whether a road-sign appears to the left or to the right side of the
road. As during actual driving where the driver’s hands remain
pre-occupied, the task performer was asked to press keys on the
keyboard for annotation. The keys were selected in a way so that
s/he was primed to use both hands: ‘z’ for ‘left’ and ‘m’ for ‘right’,
which are far apart on a regular QWERTY keyboard.

3.2 Conversational Agent Design
The next stage of our protocol involves the application of a boredom-
mitigating intervention administered via conversational agents.
Modern AI-enabled cars have started introducing in-car CAs to
assist drivers with a variety of tasks. Due to the challenges of
running experiments while participants are actually driving, we
use our task as a proxy for real-world driving scenarios. Because
we wish to imitate interactions with an intelligent agent inside a
vehicle, a conversational agent is best-fitted (as opposed to chatbots
or avatar-based agents).
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Figure 1: Distribution of words in the various LIWC Cate-
gories in Agent Dialogue Formation for the two CAs.

As existing CAs do not possess the ability to detect boredom from
a user’s facial or vocal expressions and respond accordingly, we
applied a Wizard-of-Oz (WoZ) approach to operate the agents [10].
In our protocol, operating CAs with a WoZ approach involved two
challenges. First, in designing an empathetic CA to have a distinct
conversational style, different from a traditional non-empathetic
CA, the dialogues generated by the WoZ setup needed to be fully
structured. Second, substantial delay in delivering the agent’s di-
alogue may exacerbate the negative mental state of the task per-
former. Therefore, the agent’s dialogues were mostly pre-recorded
instead of improvising the agent’s responses ad-hoc.

3.2.1 Dialogue Topic. The empathetic agent we designed, named
Emma, attempts to mitigate boredom by engaging the user in a
conversation. In order to compare the effects of Emma against a
non-empathetic agent like Alexa, the non-empathetic agent must
also engage in a conversation, as opposed to, say, merely play
music. Thus, we designed the dialogues of a non-empathetic CA,
namedNina, to mimic the conversational style of currently available
transactional CAs. Both CAs inform the user that they are equipped
with the ability to detect the user’s affective state.

In order for the user to interact and engage with each of the CAs,
we picked the game ‘20 Questions’1. In 20 questions, one player
thinks about a person, place or object, which the other player has
to guess by asking up to 20 questions, each of which can only be
answeredwith a “Yes” or “No”. Currently, Alexa is capable of playing
20 questions, but only as the “guesser”. In our protocol however,
letting the participant think about an item for the CA to guess
would make the experimental setting too open-ended for the CA
(through theWoZ) to respond appropriately and in a timely manner.
Instead, we reversed the roles and asked the user to guess a person
which the CA has in mind. This opens up more opportunities for
the user to engage (as opposed to answering with just a “Yes” or
“No”) and also helps constrain the experimental setup.

3.2.2 Dialogue Property. The dialogue structure of present-day
CAs is mostly transactional [38, 39]. That is, they only provide a
response when a user asserts a query. CAs today do not possess
any empathetic qualities. For example, they are unable to initiate
an assistive interaction when a person is in a negative mental state.
We attempt to imbue empathy in Emma through careful dialogue
formation, which we describe below:

1https://en.wikipedia.org/wiki/Twenty_Questions

(1) Word Level: In order for Emma to appear to be cognizant of
emotion and express sufficient empathy, her dialogue incorporates
person-based (e.g., ‘I’, ‘you’), emotion-related (e.g., ‘feel’, ‘happy’),
and cognitive (e.g., ‘believe’, ‘think’) words. We followed Linguistic
Inquiry and Word Count (LIWC) [35] categorization to include
specific words in the dialogues of the two agents. As shown in
Fig 1, the empathetic agent engages more with the participant and
therefore has more wordcount and uses significantly more words
from cognitive, social and affective LIWC categories.

(2) Sentence Level: Emma’s dialogue was designed to support
empathy-enabled rapport building, which can be established through
compassion (e.g., ‘I can sense that you are feeling bored. I can un-
derstand because I also feel bored counting numbers all day. Is your
task similarly tedious? ’), small-talk (e.g., ‘How is your task going? ’),
self-disclosure (e.g., ‘I like long drives. I was in a car that drove to
Disneyland, it was fun.’), rolling conversation through questions
(e.g., ‘Just wondering, what was making your task tedious?’), assis-
tance (e.g., ‘I’m here if you need me for anything’), and appreciation
(e.g., ‘You won! You are really good at this game!’). To construct
self-disclosure, the agent was provided with a general background,
covering favorite place, food, color, etc. (e.g., ‘My favorite color is
blue’). To handle any unforeseen queries from the user, generic
responses (e.g., ‘I feel the same way’, ‘I have never thought about it’)
were also stored.

(3) Dialogue Level: To form congruent flow between subsequent
sentences, glue sentences were incorporated (e.g., ‘Oh, I see’, ‘Got
it’). Steering properties (such as, asking questions about specific
domains) were included to guide the conversation in the desired
direction (e.g., ‘Interesting! When I am bored, I try to find a game
to play! We can play 20 questions, if you want. Do you know how to
play?’). The dialogues for Nina, on the other hand, were designed
to mimic the transactional property of currently available CAs (e.g.,
‘Yes’, ‘No’, ‘Thank you’, ‘Sorry, I do not understand’, etc.). After testing
different voices, we purchased a premium version of the speech-to-
text reader developed by NaturalSoft2, and chose the ‘English(US) -
Jennifer’ voice at speed:1 for recording the dialogues.

3.3 Platform Design
To implement the protocol in a user study, we built two interfaces:
(1) a task platform for participants, and (2) a Wizard-of-Oz platform
for the experiment administrator. The task platform (Fig 2(a)) lets a
user perform the annotation task, records audio-video feeds, and
logs all button interactions. It contains (1) a video player that starts
once the button ‘Start’ is pressed; (2) two signs ‘Left: press z’ and
‘Right: press m’ which can only be interacted by pressing the cor-
responding keyboard keys; and (3) a survey, that pops up every 3
minutes asking the annotator’s current boredom level.

The system back-end logs the time when the audio-video capture
started, which keys are pressed and when. The system also records
the webcam and the microphone feeds. Once the video ends, the
system automatically opens up a new tab for the participants to fill
out a survey. As the dialogues of our CAs are pre-recorded, we built
an interface shown in Fig 2(b). Pressing a dialogue button plays
that particular sound clip and records the time when that particular
button is clicked.

2naturalreaders.com
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(a) Task UI

(b) WoZ UI

Figure 2: Task UI for participants and WoZ UI for experi-
ment administration.

4 USER STUDY
We conducted an experiment to compare the effectiveness of Emma
and Nina, in modulating the participant’s mood and task perfor-
mance. To assess which agent a person would choose in the third
session after experiencing both, we adopted a within-subject design.
Between-subject design could have given users’ scores for agents
to compare, but users would not have been able to choose a final
agent which is a direct preference. Therefore, to get the same user’s
direct comparative preference, within-subject design was adopted
for this user study.
4.1 Participants
Participants were recruited by circulating an open email. A total of
39 participants attended the user study. Data of 5 participants were
excluded because of technical and environmental errors during the
study. In our study, 62% of participants were female and 38% were
male. The age distribution for age ranges 19-29, 30-39, 40-49, 50-59,
60-69, 70-79 were 26%, 12%, 20%, 12%, 24%, and 6%, respectively. As
boredom can be related to people’s personality, we collected their
likelihood of being bored by having them fill a survey measuring
the Boredom Proneness Scale [13]. The BPI score range was 78-138.
Each participant was provided with a $75 honorarium in exchange
for their participation.
4.2 Study Flow
The user study took place in an in-lab setting. Upon arrival, par-
ticipants were briefed that the general purpose of the study was
a “conversational agent interaction study” with no reference to
boredom so as not to precondition them to expect that emotion.

First, participants were seated, assigned to a computer and a
headphone, and asked to fill out a survey which assessed their

Session 1

Agent intervention

Session 2

Agent intervention

Session 3

Surveys

Subjective Interview
Boredom Level QueryParticipant performs task Participant performs task 

while engaging with CA

Agent introduction Agent introduction

Figure 3: Schema of our protocol that illustrates the flow of
sessions and when agents act within each session.
emotional state right before starting the experiment. Next, the ex-
periment administrator explained the annotation task and the task
interface. The actual experiment consisted of three sessions. The
first session began by the agent introducing itself to the participant,
informing its ability to detect emotion and expression, and ask-
ing for permission to enable the feature. This phase of calibration
was designed to provide an autonomous vibe and minimize the
suspicion about the actual WoZ mechanism. Following this, the
annotation task was started. That is, the 21-minute first-person
driving simulation video started playing on the computer interface,
and the participant labeled which side of the road a road-sign ap-
peared. Every 3-minutes, an automatic survey prompt appeared at
the bottom of the screen, asking the current boredom level on a
scale of 0 (not bored) to 9 (very bored).

The first 10 minutes of the annotation task took place without
any agent intervention. At the 10thminute, the agent initiated a con-
versationwith the user by first saying it detected that the participant
was bored and then offering to play the game ‘20 Questions’. After
the driving video ended, a survey window automatically popped up,
asking the participant several questions about his/her perception of
the task and the agent. After the participant completed the survey,
the second session was started. The second session was identical to
the first, except that the agent was switched. The ordering of the
agents in the two sessions was counterbalanced, so that half of all
participants engaged first with Emma and the other half with Nina.

Finally after the completion of the two sessions, participants
were asked to choose one of the two for the final annotation session
spanning for 6 minutes. The purpose of including a third session
was to determine which agent the participants preferred, given
their experiences in the first two sessions. A final survey was pro-
vided, asking the participant for justifications behind choosing the
particular agent. In total, the experiment lasted about 45 minutes.

Once the sessions began, the participant remained alone in the
user study room, so that they felt more comfortable in authentically
expressing their emotions. The study administrator operated from
a different room, monitoring the participant’s interactions with the
agent and responding to their questions using the WoZ interface.
5 RESULTS
Before verifying our research hypotheses, we first validated the as-
sumptions set in the protocol. Once the assumptions were validated,
we analyzed the outcome of our empirical exploration.
5.1 Protocol Verification
Our protocol bears the assumption the formulated task can suc-
cessfully elicits boredom. The surveys after the first two annota-
tion sessions included questions from the NASA Task Load Index
questionnaires [19]. We administered this in order to measure the
cognitive load of the participant associated with the performed task.
The NASA Task Load Index calculates how demanding a task is on
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its provided scale. Participants provided their responses in a 5-scale
likert scale which were then converted to a 0-100 point scale as per
the standard conversion technique3. Final scores for the two task
sessions were 29.6 and 27.5.

We conducted a two-tailed paired student t-test on the responses
across each question. The result shows no significance difference
between the two tasks, which implies that characteristically the
tasks had similar effect. On a 0-100 point scale, the relatively low
scores (𝑣𝑎𝑙 = 29.6, 27.5) for the two tasks imply that both tasks were
not very mentally demanding and therefore, had low cognitive load.
The relative closeness of the two scores (𝑑𝑖 𝑓 𝑓 = 2.1) concludes
that both induced similar levels of mental demand, and hence, are
comparable tasks. In addition to this, intermittent prompts dur-
ing the experiment captured the participants’ boredom level at a
regular 3 minute interval. From the individual curves shown in
, it is evident that participants experienced a heightened level of
boredom during the labeling task. During the first 10 minutes, the
average peak boredom reached 5.03 on a scale of 0 (not bored) to 9
(very bored), which implies that on average the protocol success-
fully induced moderate boredom within participants within just
10 minutes. Alongside, the trend in Fig 4 shows a non-zero strictly
increasing pattern during the boredom elicitation period confirm-
ing. Therefore, we established that the protocol was successful in
eliciting boredom among participants in our study.
5.2 Agent Effect Evaluation
Having established that the protocol was indeed successful in elicit-
ing boredom in participants, we now explore our primary research
questions related to boredom mitigation. We evaluated the agents
based on two parameters: (1) Effect on the participant’s mood: the
target was to mitigate or improve the negative emotional state in a
way that is noticed and appreciated by the participants, (2) Effect on
the participant’s task performance: as the agent engages with the
participant during an ongoing task, it is crucial that the participant’s
focus on the task is not drastically altered by the interaction.

5.2.1 Effect on User’s Mood. To observe this effect, we collected
both intermittent and the overall boredom levels of the participants
during the course of the experiment. During the annotation task,
the participants provided self-reports on their perceived boredom
level at every 3-minute intervals. In each survey administered at
the end of a session, the participants reported a combined score for
their boredom level.

Temporal Modulation of Boredom: Fig 4 illustrates the
temporal patterns of all participants’ boredom levels during an
experimental session. In a 21-minute video labeling session, the in-
terface prompts the user to report a boredom level every 3 minutes,
except at the end of the video. The prompt asks “On a scale of 0-9,
how bored are you right now?”, and the user presses the correspond-
ing number key. Therefore, we consider a total of 6 data points in
each session for each participant.

Fig 4 shows the self-reported boredom scores across all partici-
pants revealing how the reported level of boredom evolved over the
course of a session. The average patterns for sessions having empa-
thetic and non-empathetic traditional agents are shown using green
and purple curves, respectively. We apply a one-tailed paired t-test

3https://measuringu.com/nasa-tlx

Figure 4: Participants’ boredommodulation as illustrated by
plotting their self-reported boredom scores for all sessions.

on boredom scores between with and without agent parts of the
session. For empathetic agent, there was a statistically significant
difference (𝑀 = −0.39, 𝑆𝐷 = 4.01) with 𝑡 = −1.82, 𝑝 = 0.036 < 0.05.
It confirms that in comparisonwith no-agent portion, boredom level
significantly decreased after the empathetic agent was introduced
in the session. For non-empathetic agent, there was no significant
difference between no-agent vs agent portions.

After the 3rd prompt at around the 10 minute mark, the agent
initiates interaction with the participant. After that, even though
the average self-reported boredom initially decreases in both ses-
sions, the magnitude of the decrease is more prominent during the
presence of the empathetic agent. Emma decreased boredom in
users by a range of 21.87% to 37.10% in comparison with that of
Nina. To measure whether reduced boredom with the presence of
Emma is significantly different than that of Nina, we conducted a
one-tailed paired t-test which shows statistically significant differ-
ence (𝑀 = 0.79, 𝑆𝐷 = 9.1) with 𝑡 = 2.45, 𝑝 = 0.008 < 0.05. This
confirms that the empathetic agent significantly reduced boredom
in comparison with the non-empathetic agent.

Overall Boredom Score for Each Session: After each
session, the participants answered survey questions specific to
agent (Q1:“Overall, howwas the response of the agent”, Q2:“Overall,
what was the characteristic of the agent”, Q3:“Overall, howwas your
interaction with the agent”), self-performance (Q4:“How do you
think you performed in the labeling task”, Q5:“Overall, how would
you rate the labeling task”), boredom (Q6:“How would you rate
labeling task when the agent was present”, Q7:“Howwould you rate
the labeling task when the agent was present”), and agent impact
(Q8:“How did the agent influence the task experience”, Q9:“How did
the agent influence your mood”, Q10:“How did the agent influence
your attention level to the task”). A paired samples t-test on the

Figure 5: Mean response values of participants’ ratings of
the two agents, based on filling survey questions.
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self-reports shows that Q1, Q2, Q3 were statistically significant
with 𝑝 − 𝑣𝑎𝑙 < 0.001, < 0.001, 0.00156 < 0.01, respectively. This
reveals that during a boredom inducing task, the empathetic agent’s
response, characteristic, and interaction are more preferable in
comparison with that of the non-empathetic agent. Fig 5 shows
that participants rated the overall session on a 7-point boredom
scale (Q5 range: 1-very boring, 7-very exciting. 𝑓 𝑢𝑙𝑙_𝑒𝑚𝑚𝑎𝑚𝑒𝑎𝑛 =
3.32, 𝑓 𝑢𝑙𝑙_𝑛𝑖𝑛𝑎𝑚𝑒𝑎𝑛 = 3.56). They also reported the first halves of
the annotation sessions without any interaction with the agents to
be of similar level of boredom (Q6: 𝑓 𝑖𝑟𝑠𝑡ℎ𝑎𝑙 𝑓 _𝑒𝑚𝑚𝑎𝑚𝑒𝑎𝑛 = 3.18 and
𝑓 𝑖𝑟𝑠𝑡ℎ𝑎𝑙 𝑓 _𝑛𝑖𝑛𝑎𝑚𝑒𝑎𝑛 = 3.15). In the second halves of the sessions,
the task was reported to be less boring when participants interacted
with Emma in comparison with that of Nina (Q7: 𝑠𝑒𝑐𝑜𝑛𝑑ℎ𝑎𝑙 𝑓
_𝑒𝑚𝑚𝑎𝑚𝑒𝑎𝑛 = 4.29,𝑠𝑒𝑐𝑜𝑛𝑑ℎ𝑎𝑙 𝑓 _𝑛𝑖𝑛𝑎𝑚𝑒𝑎𝑛 = 3.56).

Automated Affect Analysis: Parallel to analyzing self-
reported affect, we applied automated affect analysis on the recorded
study videos. We processed videos of participants with the Affdex
SDK [1] in order to automatically capture the facial expressions and
emotion signals. Fig 6 shows the average affective responses over
the duration of a session. Fig 6(a) shows that the overall valence
remained negative throughout each session, which supports the
previous self-reported finding that overall the task was boredom-
inducing. However, the higher spikes in the empathetic agent ses-
sion indicate that with Emma the participants experiencedmoments
of “relief” bringing their valence to less negative state. Joy feature
(Fig 6(b)) supports this, showing more smile markers with higher
magnitude during the session with Emma. Fig 6(c) reveals that the
participants indeed engaged with the empathetic agent more. At-
tention analysis in Fig 6(d) shows that the attention variation did
not change before and after agent interventions.

Figure 6: Session Comparison of Participants’ Facial Affect.

Figure 7: Average recall values for task accuracy in empa-
thetic agent session versus non-empathetic agent session.
5.2.2 Effect on User’s Task Performance. To analyze the task per-
formance of the participants, we measure the task accuracy across
sessions (number of road signs correctly annotated). Accuracy, pre-
cision and recall were all measured to be higher in the session with
the empathetic agent. For empathetic and traditional agent sessions,
accuracy was 35%, 26%; precision was 38%, 32%; recall was 80%,
56%; respectively. In both sessions accuracy and precision were low
- the reason for which was revealed through further investigation.
We found out that there was a high volume of false positive anno-
tations, due to the participants misinterpreting what traffic signs to
mark. Even though the labeling instruction asked to annotate road
signs with direction or speed limit on them, participants interpreted
colorful road-side poles to be parts of road signs. This caused the
accuracy and precision measures to be skewed. Recall here is more
insightful as it is representative of the target signs being correctly
annotated. We therefore report results using recall (shown in Fig 7).
The results show that during the time when the participant was
not interacting with the agent, recall was similar between sessions.
However, recall increased significantly (over 20%), when the partic-
ipant was interacting with the empathetic agent as opposed to the
non-empathetic one.

In detail, averaged over all participants, precision scores for em-
pathetic and traditional agent sessions were 0.50 and 0.54, respec-
tively; and the difference was not statistically significant (𝑝 − 𝑣𝑎𝑙 =

0.22). Recall scores for the same were 0.76 & 0.69, respectively with
no statistically significant difference (𝑝 − 𝑣𝑎𝑙 = 0.056).
5.2.3 Agent Preference. After the second annotation session, par-
ticipants were asked to report their preferred agent. The responses
in Fig. 8(a) show that 73% of the participants preferred Emma, 12%
Nina, 6% both agents, and 9% did not prefer any of the agents. At the
beginning of the third session, participants were made to choose
between Emma and Nina. Fig 8(b) illustrates the preference of par-
ticipants when forced to make a choice. Understanding the reasons
behind their preference is important because they reveal important
information about the CA’s usability. From survey and subjective
interviews, we adopt a case-study based approach to understand
the following phenomenons:

Case Study 1: Preference for Emma/Nina: Clearly most par-
ticipants expressed preference for Emma over Nina, as illustrated by
the results in the survey as well as their choice of agent for the third
session. Here we include some comments made by participants in
the survey and during the subjective interview:

P28: “Emma seems like a cute, harmless, transparent
kind of voice; obviously intended to be friendly, and
mademe feel like I’m in the presence of someone/something
more or less ‘safe.’ Agent Nina gave me a 1984 vibe -
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kind of opaque, very ‘tech,’ as if it wasn’t designed to
sound human at all... I would purchase Agent Emma
for my car if it wasn’t too pricey honestly”

P7, who preferred Emma, explained the characteristics of the
two agents from her perspective-

P7: “I found Nina was very straightforward - A, B, and
C, and that would be enough. And then Emma, I felt
like she cared about me.”

Participants found both agents as stimuli to reduce their boredom.
However, they found their interactions with Emma to be was more
pleasant because she gave a sense of support and empathy. Few
participants who preferred Nina expressed the reason to be its
familiar and concise nature.

Case Study 2: When participants chose neither agent: As
reported in the survey, 3 participants preferred none of the agents.
They wrote down their reasoning behind this decision:

P5: “The agent (Nina) is distracting and annoying”
P20: “I don’t like talking to things like Siri or Alexa”

During the post experiment interview session, P20 justified her
answer by elaborating:

P20: “I said (to the agent) ‘Wish I had some music’, and
she said ‘That’s not available’, and I’m like ‘Dude!’. It’s
like the lady in the grocery store in the machine that
says there’s nothing in the bagging area.”

This highlights the importance of improving performance range
and capacity of any conversational agent. In our setup, the con-
strained use case did not allow for additional CA skills, such as
playing music. But from the user’s perspective, any agent not able
to fulfill the desired assistance may cause the user to lose interest.

Case Study 3: When participant indicated preference for
one agent but chose another for the 3rd session: One partici-
pant indicated preference for Emma in the survey but chose Nina
as her CA in the third session. During the subjective interview, she
revealed that the choice was made based on how she was brought
up to behave in the car:

P10: “I never play 20 questions in the car, not even when
I was little. We were told to sit and shut up in the car.
That’s how my parents were, I’m old school. It was
engraved in me.”

This sheds light on the importance of understanding a user’s
background and overall mental state to fully comprehend what type
of CA would be effective for that particular user. Personalization
can enable the same CA to be empathetic towards different users
in different manners.

(a) Free Preference (b) Enforced Preference

Figure 8: Participant’s preferred agentwhen a) given options
to choose both or none, and b) forced to choose one agent.

6 DISCUSSION
6.1 CA in Boredom Modulation
Even with the presence of an agent, the boredom level does not
become — nor can it be expected to become — zero as the boredom
inducing annotation task stays co-present and thus, continues to
impose boredom elicitation properties. Our goal is therefore to
mitigate boredom, as complete elimination may not be possible.

The tightly-structured nature of the dialogue used by the tradi-
tional agent compared to the less structured, conversational dia-
logue of the empathetic agent poses the difference in interactions.
Our empathetic agent has more speech length than the traditional
agent, which can be a confound. However, narrative empathy [27]
especially depends on timing, consistency, and context going be-
yond just the narration length. In our study, the participants had the
option to not engage with the agents at all. However, with Emma
they chose to continue conversing with it, unlike how they engaged
with Nina. Once the game of 20 questions finishes, even though
re-starting games is an option the participants do not initiate any
further conversations with the traditional agent and thus boredom
increases, whereas they continue conversing with the empathetic
agent across multiple turns and the boredom lowers down.
6.2 Effect of Boredom Mitigation on Task
The computed NASA task load index for the Empathetic Session
was 0.426 while that of the Traditional Session received a score of
0.401. The relative closeness of the two scores indicates that tasks
performed in both sessions induced comparable levels of mental
demand. This was further bolstered by participants’ answer to Q5:
“Overall, how would you rate the labeling task?” in Fig 5, indicat-
ing that the tasks were similarly boring in sessions with both the
traditional and empathetic agents. The participants perceived that
interacting with the agents positively influenced attention level
to the task and task experience, we expected that task experience
would be positively influenced by boredom mitigation. However,
Figure 7 shows that this only bore out in the case of the empa-
thetic session, where task recall improved when participants began
interacting with the agent compared to the no agent session. In
contrast, for the non-empathetic standard agent session, task recall
became worse when participants began interacting with the agent
compared to the no agent session.
6.3 Recommendations for In-car Agent Design
The two main findings of this work — that an empathetic agent
can substantially mitigate boredom and can positively impact task
performance — provide strong support to the idea of developing
empathetic in-car agents. Such an agent could reduce distraction
and mind-wandering that result from boredom, and thus alleviate
potentially dangerous driving conditions. It also is clear from our
findings that these benefits will not be realized by standard agents
because while they did temporarily reduce boredom — though to
a smaller extent compared to empathetic agent, they negatively
impacted task performance.

6.4 Future Work
Our user study enabled us to capture a rich data set of interactions
with frequently self-reported boredom annotations. This provides
an opportunity to build multimodal machine learning boredom
prediction models based on facial and vocal signals of participants.
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In future experiments, we can use the predictions of the boredom
model to trigger agent interactions with the participants. As cul-
turally aligned agents can be more relatable and effective [22],
designing agents incorporated with personalized features would
be another interesting research direction to pursue in the future.
7 CONCLUSION
Conversational agents equipped with the ability to detect and ad-
dress users’ emotional and cognitive states could make our interac-
tions with them more humane. In this work, we designed a protocol
to elicit boredom in users and explored strategies attempting to
mitigate boredom with the help of an empathetic CA and a non-
empathetic CA, administered in aWizard-of-Oz setting. We showed
that the empathetic CA outperformed the non-empathetic CA with
respect to modulating users’ mood and performance. Based on the
results of our study, we made recommendations for the design of
boredom-mitigating, in-car conversational agents.
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